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Abstract- Most of the real processes have state and control 
constraints. Design a control system, which achieve the 
required performance in addition to avoiding the constraints 
violation, is an essential demand. The Dynamic Safety Margin 
(DSM) is an index used to indicate the system constraints 
achievements and used also as a measure for the violation of 
constraints. The design of a controller based on DSM is useful 
to maintain a predefined margin of safety during the transient 
phase of the system or when disturbances or faults are present. 
In this paper, the conditions to select controller parameters in 

 [6]. The region, which contains 
all the states that satisfy the safety boundaries, is called safe 
operation region. The system operates safely if its state 
trajectories are enclosed in this region. Therefore, this 
boundary is the bridge between the safe operation and unsafe 
mode. Safe operation means that the system operates in fault-
free mode, fault-free does not mean that there is no 
disturbance or uncertainties in the system. Despite existing 
disturbance or uncertainties the system state is still inside the 
safe operation region. The state trajectory may cross the 
boundary at transient due to a big change in the input, large 
disturbance, or fault. Therefore, DSM is used as an indication 
to the mode of operation. The sign of DSM is positive if the 
state belongs to the safe operation region, otherwise its value 
is negative. The main objective of control design is to 
maintain DSM positive as long as possible. The concept and 
applications of DSM are discussed in different references, 
such as fault detection and isolation FDI  [2],  [4],  controller 
design  [1],  [3], and fault tolerant control  [4],  [6]. 

A controller design, which satisfies DSM constraint, could 
be considered as a control design with state constraints. 
Therefore, the controller design techniques for constrained 
system in literature can be applied. Since it is difficult to find 
a linear controller to satisfy the constraint and the required 

system performance  [7], the controller is a nonlinear in most 
cases. A controller design for constrained system has been 
deeply investigated, especially when the constraints are 
linear. Model Predictive control  [8]- [10] and state feedback 
based on invariants set theory  [7] are the most common 
approaches to deal with state and control constraints.  To 
achieve the required performance the system may violate 
these constraints due external effect such as large disturbance 
and faults.   Since MPC is formulated as an optimization 
problem, inequality constraints can naturally be added to the 
controller design  [11]. The ability to handle explicitly hard 
constraints on control and states signals may be viewed as 
one of the major factors of the success of MPC in process 

 [4] and  [6] for  fault 
tolerant control. 

Invariant sets play a central role in control problem with 
control and state constraints. That is because constraints 
violations can be avoided if and only if the initial state 
belongs to a controlled invariant set, associated to a 
stabilizing state feedback control law. The key issue for using 
the invariant sets principle is the determination of the 
invariant set  [7]. Determination of the invariant set is not 
easy especially for large scale system. Moreover, for some 
system it is difficult to obtain a linear feedback control law 
which maintains the state within this invariant set.  

 Hence, designing a controller with constraints in the input 
and state still needs excessive work.  

Adaptive controller is an important tool to recover and 
maintain the system performance closer to the nominal 
performance due disturbance or uncertainties. In most cases, 
the violation of system constraints occurs due to the 
disturbance, parameters variation, and/or faults. The error 
between the system output performance and the nominal one 
is the performance index used in adaptive control. This 
performance index could achieve the output performance, but 
it may not fulfill the system constraints. As a result, to fulfill 
the constraints the performance index has to have a term 
depends on the constraints.   

The necessary and sufficient condition to design and 
adapt a controller, which recover the system state to the safe 
region and the system performance, based on DSM is the 
main focus of this work.  

Since PID controller is one of the most popular 
controller in real application, its parameter selection to 
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improve DSM is discussed. Moreover its parameter tuning 
based on DSM is introduced  

The paper is organized as follows: DSM and safety 
controller requirements are defined in Section 2. It is 
followed by Section 3, where a discussion about the design of 
the controller and its tuning based on DSM is carried out. 
PID controller parameter selection and tuning based on DSM 
are discussed in Section 4. A simulation example is used to 
illustrate the proposed methods in Section 4. Finally, a 
conclusion is highlighted in Section 5. 

II DMS PRINCIPLE 

The idea of DSM index is introduced in  [1]- [6]. Let X be the 
state space in ℜn, and consider that a subspace Φ ⊆ X, which 
defines the safe operation region for some system state 
variables x ∈ ℜm in the state subspace Φ, can be specified as 
Φ={x⏐φi(x) ≤ 0, i=1,...,q}, where φi: ℜm→ℜ. φi (x) > 0 
indicates unsafe operation, and ∂Φ={x⏐φi(x) = 0, i=1,...,q 
}⊂Φ is the boundary of the safe region. In most cases, the 
safe operation region can be defined by a set of linear 
inequalities as a polytope. In case that the boundary function 
is nonlinear, it can be subdivided into a set of linear 
constraints (piecewise linear approximation). Hence, safe 
region, Φ, can be formulated in general as a set of linear 
inequalities  
                           φi(x)= ai

T x - ci ≤ 0                                   (1)  
where ai

 ∈ ℜn, ci ∈ ℜ, i.e. Φ is a polytope. 
Therefore, the DSM can be obtained by solving the following 
optimization problems  

  (2) 
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i  is the distance between the current state and the 
boundary number i. the distance vector  

            d(t) = [δ1(t),δ2(t),…, δq(t)]T. (3) 
Variable q is the number of defined inequalities and m is the 
number of state variables relevant to safety. Notice that m ≤ 
n, where n is the dimension of the state-space. 

Thus, for any state vector x, δi(·) can calculated [2] as  
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for all boundaries, the distance vector d(t) can be obtained from  

 d(t)= dc- Da x(t) ∈ ℜq (5) 

where dc ∈ ℜq, Da ∈ ℜq×n which can be determined from 
boundary constraints. DSM is the minimum element in d(·) 
as  in (1). 

To maintain the system states within a predefined margin 
of safety, the value of DSM must be considered in the 
controller design. The controller design based on DSM has 
the advantage that the system will be maintained within the 
safe region during the normal operation as well as in case of 
faults or disturbances. The inclusion of DSM into the 
controller design can be achieved by various methods. Some 
ideas about implementing DSM in controller design are 
stated in  [1] and  [3]. In these contributions, adapting PID 
controller parameters, switching controller, Fuzzy controller 
and/or optimal control are highlighted.  

The safety region Φ may be considered as a controlled 
invariant set  [7] if there is a controller that assure DSM 
positive for the closed loop system. Hence, if the state lies 

inside the safe region then the controller design for polytope 
positive invariant set can be applied to maintain the state 
within this region. At fault free operation, this type of control 
design may be effective but in faulty situation or transient 
period in disturbance case the controller may fail to maintain 
the state in the safe region. Therefore the control design 
method should consider the problem if the state trajectory 
passes the boundary i.e DSM becomes negative.  

MPC is one of the effective control design approach, 
which deal with the system constraints and states. Hence 
DSM can be introduced in MPC as an inequality constraints 
 [3],   [4], and  [6],.  

 In some cases, it is difficult to satisfy simultaneously δ(·) 
≥ 0 and a desired nominal performance, in particular if a fault 
occurred. Therefore, it is necessary to accept some degree of 
performance degradation after the occurrence of the fault in 
order to satisfy the safety requirements.  

III CONTROLLER DESIGN AND ADAPTATION BASED 
ON DSM 

Here, we address the condition to design a state feedback 
online when the constraints are violated, i.e. DSM is 
negative. Furthermore, Adaptive control is used to adapt the 
controller parameters in order to recover the state to the safe 
mode of operation.  

A.  Feedback controller design based on violated DSM 

The condition to maintain DSM positive if the initial state 
belongs to the safe operation region is  

( ) ( ) 01 ≥−+ )k)k δδ  (6) 

Hence the controller has to satisfy this inequalty if the 
current state lies inside the safe region. Whereas if the current 
state is outside the safe region, then the controller has to 
satisfy following inequality 

( ) ( ) 01 <−+ kk δδ  (7) 

This condition can be written as quadratic term to avoid 
the absolute function i.e  

0)()1( 22 <−+ kk δδ  (8) 

In the following, the controller condition to recover the 
violated constrained is discussed.  

Take into consideration that the safe region is 
conservative and the state space model of the system is   
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Then the condition to recover the state to the safe region is 
equivalent to 

0)()1( >−+ kk vv dd  (10) 

or        (11) 0)()()1()1( <−++ kkkk v
T

vv
T

v MddMdd

where dv ⊂d is the distances vector between the current state 
and violated constraints v ≤ q. 

Hence if there are feasible controller parameters that 
satisfy those inequalities then the state will move toward the 
safe region.  

173



advanced controllers. The reason is that the PID control has a 
simple structure, which is easy to be understood by field 
engineers, and it is robust to disturbance and system 
uncertainty  [15].  

To generalize the method, consider a MIMO system with 
the number of input is equal to the output, and the system is 
represented by a state space model (11). The control law is 
represented in the form  
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Define a new state vector  
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The new state space model in this case will be 
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where 

[ ]0IIM =f ,and  [ ]00IN =f

[ ]321 KKKK = , ,       

 and  
( ) ( )[ DIP T//T KKKK 121 ++=

( ) ( )[ ]DI T//T KKK 122 −= ( )[ ]I/T KK 23 =

where KP, KI, and KD are the controller proportional; integral; 
and derivative gains respectively   

A. Controller condition  

Applying condition (12) then 
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also by applying the quadratic condition (13) then  
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the controller gains, K, which satisfy (25) or (26) are the 
controller parameters that improve DSM. The solution of 
these inequalities depends on the current state vector. 
Therefore this inequality has to be solved on line each 
sample.  

B. Adaptation method 

By applying the adaptation algorithm in the previous section, 
consider the violated constraints vector   
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∈ℜv
ad vx1⊆da ∈ℜqx1. The variation of d(k+1) with respect to 

PID parameters are given by: 
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and the updated parameters are   
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The initial values of the controller parameters are designed in 
order to satisfy the output performance in normal operation.  
The adapted parameters in case of quadratic function 

 can be deduced by the same way. )i()i( vv 11T ++ Mdd

V ILLUSTRATING EXAMPLE 

To illustrate how to implement the previous algorithms a 
simulation example for a SISO system is used. Consider a 
SISO system defined as 

  (29) 
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u(t) ∈[0,5]. The safe operation region Φ is defined by 

x1(t)-(x2(t)+0.5) < 0; x1 (t) – x2 (t)> 0; x1<4 and x2<4  

It is required designing a feedback controller which achieve 
a rise time less than 5 sec. 

Figure 1 shows the system (29) response using PID 
controller with fixed and adapting parameters and state 
trajectory for step input equal 2. The system is also exposed 
to additional disturbance vector [0.5 0]T after 15 s. Figure 1-a 
shows the state trajectory, Figure 1-b shows the DSM 
variation, Figure 1-c shows the state and output responses, 
and Figure 1-d shows the control variation using fixed PID 
parameters with kP, kD and kI are 4, 1 and 1 respectively. It 
is shown that the output response, transient and steady state, 
is accepted while state trajectory lies outside the safe 
boundaries, i.e. DSM <0 in this period. Note that the 
trajectory after the disturbance remains inside the safe region 
(DSM>0), i.e. the nominal controller has the ability to remain 
the state inside the safe region in normal operation and steady 
state but not at transient. Since most of the system failures 
occur during the transient period, controlling the trajectory at 
transient is a crucial task. 

 To improve the DSM in the transient period the discussed 
approaches is applied.  The state trajectory should be forced 
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to be inside the safe region using the techniques discussed in 
the previous section.  
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Figure 1 PID response and state trajectory with and without 

adaptation based on DSM 
Figure 2 shows the system response by solving the linear 

inequality (26). It is noted that the state trajectory is forced 
to be almost inside the safe region, while the output 
response is slow. To simplify the solution, the integral and 
derivative gains are considered to be constants, and the 
proportional gain is calculated on line by solving the linear 
inequality. 

Figure 3 shows the system response by solving the 
quadratic inequality (27), and using the same simplification 
in the case of linear inequality. The response is similar to 
Figure 2, while the ripple amplitude of the trajectory is 
smaller. 

Figure 4 shows the system response by solving the 
optimization problem (17) when the time horizon N = 1. It is 
not easy to find a solution if N>1. The state trajectory is 
forced to be almost inside the safe region, while the output 
response is slow. 

Figure 5 and Figure 6 show the system responses using 
adapted PID controller based on DSM taking into 
consideration that the performance index is a linear function 
of DSM as in (28). In Figure 5, the nominal controller 
parameters ,KP, KI, and KD, are 2.3, 1, and 1 respectively, 
and adaptation factors are chosen to be αp=0.9, αI=0.3, and 
αD=0.9 . The state trajectory is forced to be inside the safe 
region as in the case of the previous results, while the 
response is still slow. By changing the adaptation 
parameters the response can be improved as in Figure 6 
where the controller parameters are selected as KP =2.3, KI 
=1, and KD =1, and adaptation factors are αp=0.9, αI=0.001, 
and αD=0.05. The response in Figure 6 is faster than the 
previous responses and the rise time is less than 5 s. Hence 
the responses in Figure 5 and 6 proof that the system 
behavior and DSM response may be improved by 
appropriate choice of the adaptation parameters.  
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Figure 2 PID controller design by solving the linear inequalties 

condition 
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Figure 3 PID controller design by solving the quadratic inequalties 
condition 
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Figure 4 PID controller design by solving the optimization problem 

in case of  N=1 
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